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Proposed methodology

* A generic approach for incorporating
* rotation invariance (RI) in object tracking
+ Introduction of motion consistencies

* Displacement consistency

“ Scale consistency



Motion Consistency: key idea
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Scale consistency

The conventional approach to estimate size of the target object is to form
a scale pyramid and compute response map using each of these images.

The corresponding scale of the response map having maximum response
score among all these response maps determines the size of the target
object and target centroid.

if the position of the target centroid itself is corrupted due to the use of
wining response map only, it will persist in subsequent frames. In this
standard scenario, the response maps that correspond to different scales
aren’t used in determining the centroid.

We propose to use Gaussian weighted average response map centred at
the winning map and have variance as an additional hyper parameter. In
this way we can incorporate the response maps that correspond to various
scales in the scale pyramid.

Algorithm I : Scale Consistency using Gaussian weights

I. Input parameters :

Let responseMaps represents the stack of response
maps at each scale. p represents the index of the win-
ning response map. Ogqqle represents the standard de-
viation of Gaussian weights. scaleBins numerically
represents each scale i.e. scaleBins(1) represents the
first scale, scaleBins(2) represents the second scale and
soon. Let NV represents the total number of scales used
in the scale pyramid.

2. Computation of scale weights and updation of re-
sponseMap:
(a) Define weights for each scale as

: > 1
scaleWeights = Tk

2><7T><O'scale

_( scaleBins—pu )2
exp 9scale

(b) responseMap =
Z,ﬁil[responseMaps(i) x scaleW eights(i)]

3. Output response map : The output of this algorithm
is the Gaussian weighted average responseMap.




Rotation Invariant Stamese Fully Convolutional Network
(SiameseFC)
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The conventional SiameseFC extracts features for cropped exemplar, instead exemplar image can be rotated uniformly from

-180° to 180° at an interval of 0 and corresponding features can be extracted. Here, 6 = 20°. So there would be 19 feature maps

instead of only one. Assume initial newAngle to be 0°. 5-NN FM block passes 5 nearest neighbour feature maps based on the
new angle of rotation. Let S-Corr and D-Corr blocks represent scale and displacement corrections respectively. GWA block
computes Gaussian weighted average response map centred at top 3 maximum score response maps. Decision block computes
the ratio of maximum score i.e. probability of detection and the corresponding distance from the previous location. The
maximum ratio determines the final target centroid and the new angle of rotation which is determined as the angle corresponding
to maximum ratio.



Rotation mvariant correlation filter network
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Rotation Invariant Correlation filter network. The input exemplar image is rotated by 0 = [-C, 0°, +C]. Here, C = 10°

represents the angle of rotation of the exemplar. The angle of rotation 0° represents the actual cropped exemplar
image obtained after each iteration. Thus, the three feature maps of rotated exemplar are correlated with the feature
map of instance image which produce three most probable response maps. Let S-Corr and D-Corr blocks represent
scale and displacement corrections respectively. The S-Corr block performs scale correction on these three response
maps. The GWA block computes Gaussian weighted average response map centred at the winning response map.
The D-Corr block performs displacement correction and computes the final target centroid.



Optimal angle of rotation in CFnet-DSR

CFnet DSR
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Experimental Results
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Conclusion

* The work demonstrated a way to incorporate Rotation Invariance (RI) in
generic object tracking.

* The introduction of scale and displacement consistency enhanced the
degree of smoothness on physical movement variables such as speed and
angles.

* The success rate improved by 4.6% whereas precision, by 6.75% relative to
baseline approach on OTB dataset.

* The Proposed Siamese DSR gave a drastic improvement in robustness rank
by 15.7% and accuracy rank by 14.3% on VOT 2016 database.

# Qur future research may include replacing the simple CNN present in both
Siamese and CFnet architectures with a very deep CNN.
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