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N.B. Please refer to our paper for pseudo code.



  

Exploration-Exploitation Paradigm

● Explores various action variables

● Exploits selected action variables after sufficient exploration

● Repeatedly performs selected actions



  

Experimental results on CelebA Dataset



  

Experimental results on IRS Dataset

IRS: Indian Remote Sensing Satellite



  

Comparison with State-of-the-art Methods on WorldView-2



  Yochai Blau and Tomer Michaeli. The perception-distortion tradeoff. In Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition, pages 6228–6237, 2018.

● SPOA(DRLN) achieves state-of-the-art result in perceptual quality.

● SPOA(DRLN)+SA achieves state-of-the-art result in distortion metrics.

Proposed Approach

Comparison with State-of-the-art Methods on WorldView-2



  

Summary
● Explored plausible usage of deep reinforcement learning in super resolution.

● Introduced SPOA to circumvent tractability issues in RL based super resolution.

● Key ingredients of SPOA:
● Feature Extraction Network
● Siamese Policy Network
● Actor Network

● Provided pseudo code for training SPOA in an end-to-end fashion.

● Experimented on multiple datasets:
● CelebA
● IRS-1C/1D
● WorldView-2

● Investigated perception-distortion tradeoff.



  

Few Noteworthy Extensions

● Extension of SPOA to wide variety of problems which are currently solved using 
supervised learning.

● Explore broad spectrum of reinforcement learning algorithms in this framework.

● Study how well SPOA figures out matrix representation of actions by hiding known 
action variables in RL benchmarks.
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